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•  Accounts 
–  Maggie Miller 
–  Lisa Rael 

•  User Assistance Analysts 
–  James Buchanan 
–  Adam Carlyle 
–  Mitch Griffith 
–  Chris Fuson 
–  Bill Renaud 
–  Adam Simpson 
–  Bobby Whitten 
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•  Training & Outreach 

–  Brian Gajus 
–  Sherry Hempfling 
–  Jayson Hines 
–  Scott Jones 
–  Dawn Levy 
–  Deborah Rose 
–  Jason Smith 
–  Leo Williams 
–  Caitlin Rockett (Student Intern) 
–  Eric Gedenk (Student Intern) 



Projects & Accounts 
•  Account team responsible for activating projects and getting 

users access to the OLCF resources 
•  Currently we have 161 active OLCF projects 
•  Over 1,200 users 



• Problem resolution 

• Development of support resources 

• Communication with users 

• Development and delivery of training 

• Customer advocate with other OLCF groups 



•  Average Response Time:  29 minutes, 9 seconds 
–  Group metric: Average response time less than 2 hours 

•  Tickets Resolved within 3 business days: 95% 
–  Group metric: 80% resolved within 3 business days 

Dept. of Energy’s 
most powerful computer 



•  Friday announcements 

•  Emergency notifications  

•  Center announcements 

•  User Conference Calls 
o  Recent Communication Examples 

 Retirement of the XT4 

 File System Enhancements 

 Spider File System Updates 



Year Overall 
Satisfaction 
Rating on a 5 
Point  Scale 

2006 3.7 

2007 4.1 

2008 4.2 

2009 4.29 

2010 4.31 

  Overall satisfaction 
ratings have seen a 
year-to year increase 
from 3.7 in 2006 to 
4.31 in 2010.  
Overall ratings were 
very positive this year 
as 90% reported 
being “satisfied” or 
“very satisfied” with 
OLCF overall.   



Goal: Showcasing OLCF research and engaging users 
through strategic communication activities 

•  Science highlights 
•  Center publications 
•  Workshops and lectures 
•  Community outreach 
•  Websites 



Outreach team works to highlight the  
research of OLCF users through  
several mediums 

•  Science highlights 
•  Newsletter 
•  Website 
•  External media and  

trade publications 



•  Reports 
–  Science at the Petascale 
–  Annual Report 

•  Videos 
–  Researcher success stories 
–  YouTube 



Outreach team works to engage current, new, and next-generation 
users through training and education 

Seminar Series 
•  OLCF users visit the lab to discuss their experience running on the supercomputers 

Workshops and Educational Events 
•  On average we hold 15-20 workshops a year 

•  Morehouse College Supercomputing  
Course 

Tours 
•  Over 950 tours in 2010 & 110 tours to date in 2011 



UAO completed work on a project that will allow you to 
elect to receive emails when the status of a machine 
changes.  

To sign up, go to: 
http://www.olcf.ornl.gov/kb_articles/notice-lists-what-they-
are-and-how-to-subscribe/ 



User Assistance and Outreach team have deployed a new 
OLCF website, http://olcf.ornl.gov  



Creation of new Jaguar User Guide 



Update USERS site (http://users.nccs.gov) 
Add additional alert mechanisms  
Develop training and support documentation for Titan 
Add functionality for users to check the status of their project 

and account requests online 
Continue to add to the knowledgebase 
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